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Abstract

Statistical problems in temperature stability parameter estimation have been the subject of many papers whereas
statistics in, pH-profile parameter estimation have focused little attention. However, the conventional two step
method used in data treatment in both cases leads to identical statistical problems. The aim of this study is then to
introduce a method that improves statistics in pH-profile parameter estimation. A one step non-linear method that
takes into account the errors in drug content determination is proposed. A mathematical relationship between drug
content C, pH and time t is tested. The proposed method allows the estimation of the specific kinetic constants and
the dissociation constant (pKa) in a single run. The most likely experimental initial drug contents C0j,. where j is the
index of a given experiment, are also determined. This approach that takes into account all relevant experimental
information for the estimation of kinetic parameters is more rigorous from a statistical viewpoint than the classical
two step methods. Kinetic data from acetylsalicylic acid (ASA) hydrolysis was used for the tests. © 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction

Pharmaceutical stability studies include perfor-
mances of drug in different forms and its pharma-

ceutical properties. Accelerated testing and
pH-profile kinetics are the most important parts
of chemical stability performances (Connors,
1981; Carstensen, 1990).

The purpose of accelerated testing is to deter-
mine the stability parameters (activation energy
and shelf life). The aim of pH-profile studies is to
understand the drug degradation mechanisms. It
also provides useful information for drug formu-
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lation and storage conditions. The kinetic
parameters are the specific rate constants ki, the
dissociation constant pKa and the pH of maxi-
mum stability.

In both cases, good practical decisions have to
be taken on the basis of statistically correct deter-
mined parameters.

There exist various statistical treatments of data
from accelerated testing, dealing with isothermal
and non-isothermal approaches (King et al., 1984;
Connors et al., 1986; Junnarkar and Stavchansky,
1995). They include linear and non-linear models.
The statistical problems of both approaches are
discussed by many authors (Bentley, 1970; Davies
and Hudson, 1982; King et al., 1984). Recently, a
non linear method which takes into account all
relevant experimental information as it considers
batch effect in the parameter estimation has been
introduced (Some et al., 1999).

In spite of the similarity of the data treatment
in temperature stability and pH-profile studies (a
two step approach), little attention is given to the
statistical problem of pH-profile parameter
statistics.

The treatment of pH-profile data also includes
linear and non-linear methods. Linear approaches
(Connors, 1981) in pH-profile data treatment,
that consist in making hypothesis depending on
the pH domains, lead to false kinetic parameters.
The assumptions underlying these methods are
not correct (the pH-profile in that domain is
supposed to be linear and the variances on esti-
mated kinetic constants for each pH are supposed
to be constant). In addition, it does not consider
all the experimental data points describing the
pH-profile.

Non-linear identification approaches consider
all the experimental data points in parameter
estimation. In these methods, the mean prior
identified kinetic constants k(T,pH) (for each pH at
constant temperature) are used to estimate the
specific kinetic constants. This approach leads to
a better parameter estimation, but still suffers
from some statistical problems. First the prior
estimation of the observed kinetics constants
k(T,pH) is always based on assumptions on the
drug content measurements. It then yields a given

parametric error distribution on these kinetic con-
stants. These parametric errors should be taken
into account in the second identification step,
which leads to the determination of specific ki-
netic constants. This is not the case in published
pH-profile data treatment (Powell, 1987; Skwier-
czynski and Connors, 1993). Secondly, the initial
drug contents are supposed to be equaled to their
measurements although they should be considered
as an unknown parameter (due to measurement
errors). As demonstrated for the temperature sta-
bility studies (Some et al., 1999), initial concentra-
tions affect the estimated parameters.

For these reasons, a non-linear approach which
avoids the above mentioned problems is pro-
posed. It uses a mathematical relationship be-
tween drug content C, pH and time t for the
estimation of pH-profile stability parameters (ki,
pKa) and all experimental drug contents C0j. This
approach is more rigorous from statistical view-
point. The model is tested on real kinetic data
from acetylsalicylic acid (ASA).

It should be noticed that the aim of this study
is not to establish equations describing the degra-
dation of acetylsalicylic acid as function of pH.
Many authors (Edwards, 1950; Kelly 1970) have
already discussed the matter and a general ap-
proach to the interpretation of pH degradation is
proposed by Van Der Houwen et al. (1997). This
paper deals specifically with how to estimate pH-
profile specific kinetic parameters with better
statistical considerations.

2. Materials and methods

2.1. Materials

ASA, salicylic acid and 2,4 dihydroxybenzoı̈c
acid (internal standard) are bought from Sigma–
Aldrich (Belgium). HPLC methanol is supplied by
Merck Belgolabo (Belgium). NaH2PO4 · H2O,
Na2HPO4 · 2H2O, H3PO4, HCl and NaOH are
analytical grade from Merck Belgolabo (Belgium).
High purified water from Milli-Q filters system
(Millipore, USA) is used for the preparation of all
solutions.
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2.2. HPLC analysis

The HPLC system consisted of a solvent deliv-
ery pump (Gilson, France), an injection system
with 20 ml loop (Rheodyne, USA), a 300×4.6
mm column (mBondapak) packed with 10 mm
irregular particles from Waters (USA) with a
temperature control device operating at 25°C, a
UV detector (Gilson Holochrome, USA) and a
computing system equipped with a data acquisi-
tion software program (Brown Chromatographic
software, J.M.B.S., France). The mobile phase
(methanol 40% (v/v)-phosphate buffer (0.05M;
pH 2.5) 60% (v/v)) is filtered through 0.45 pm
pore nylon membrane (Milipore, USA) and
deaerated under reduced pressure. The flow rate is
maintained at 1.5 ml min−1. The detection wave-
length is set at 230 nm (isobestic point).

2.3. Kinetic method

A stock solution of ASA containing about 2 mg
ml−1 in pure ethanol is prepared. Five milliliters
are taken and transferred into a 50-ml volumetric
flask and brought up to volume with buffer solu-
tions previously maintained at 25°C. The flask is
then shaken to mix and the solution is distributed
into sealed vials and stored in an oven (Bekso,
Belgium). Samples of 1 ml are withdrawn at ap-
propriate time intervals and immediately diluted
with 18 ml of 0.18 M phosphate buffer (pH
2.5:maximum stability) and 1 ml of internal
standard from a stock solution (26 mM) to quench
the reaction. The samples are immediately
analysed or frozen and kept at −20°C until the
analysis was performed. The time scales for each
pH is selected to achieve at least 70% of drug
degradation. The initial drug concentration is
about 5.55×10−8 M or half of this concentra-
tion. The pH range is from 0.93 to 12.55 and up
to 18 pH are monitored. Phosphate buffers are
used from pH 2 to 8. NaOH (0.023–0.01 M) and
HCl (0.2–0.1 M) are used for other pH. All buffer
solutions are adjusted to the same ionic strength
(0.5 M) with potassium chloride. The amount of
potassium chloride added is calculated as sug-
gested by Van Damme et al. (1979).

3. Basics of classical approach

In most papers, the determination of the spe-
cific kinetic constants ki is made in two steps. In
the first step, the mean observed kinetic constant
k( (T,pH) is identified with the model linking the drug
content C variation to time t. For a first order
kinetic model, the relation is

C=C0 exp(−k(T, pH)t) (1)

Where C0 is the initial drug content.
In a second step, the specific kinetic constants ki

are obtained either by a linear model or a non-lin-
ear model (generally in a logarithmic form)
through a function relating the observed rate con-
stants to the pH. For ASA, this equation is
(Connors, 1981)

k( (T,pH)= [K1×10(−2pH+pKa)+k2×10(−pH+pKa)

+k4+k3×10(pH−pKw)]/[10(−pH+pKa)+1] (2)

where k( (T,pH) is the observed rate constant at a
given pH, k1 is the specific second order acid
catalysed constant, k3 the specific second order
base catalysed constant, k2 and k4 the first order
non-catalysed constants of unionised and ionised
forms of ASA. Ka is the dissociation constant of
the drug, Kw is the water ionisation constant at
the temperature of the study. The pH-profile of
ASA is an interesting one in hydrolysis studies. It
shows a V form followed by a sigmoı̈d shape and
differences between kinetic constants at different
pH are such that the logarithmic form of Eq. (2)
is used for the graphical representation (Fig. 1) or
the fitting process.

In the framework of the validation of pH
profile data treatment, Eq. (1) and its logarithmic
form were identified using classical approaches on
kinetic data from the hydrolysis of ASA. The
observed kinetic constants k( (T,pH) obtained on the
basis of Eq. (1) linking the concentration with
time at different pH through a first order kinetic
model, are presented in Table 1.

The least-square cost function for the identifica-
tion of Eq. (2) is
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Fig. 1. pH-profile of ASA at 25°C and 0.5 M ionic strength.
	, experimental points represent the logarithim of the mean
kinetic constants values at each pH.

Table 2
Specific kinetic constants obtained from the identification of
Eq. (2)

Parameters StandardInitial values Estimated
values u.u0 errors

5.0k1 (day−1 2.0 2.0
M−1)

0.2k2 (day−1) 2.0×10−8 0.0001
5000 32.14×10−5k3 (day−1

M−1)
0.3k4 (day−1) 0.6188.2
3.5 11.96pKa 0.02

J(u) 15.45 56.23

Table 3
Specific kinetic constants obtained from the identification of
Eq. (2) (logarithmic form)

Initial values StandardParameters Estimated
u0 errorsvalues u.

2.562.0k1(day−1M−1) 0.14

0.004k2 (day−1) 0.2 0.020
1745087k3 (day−1 5000

M−1)
0.3 0.348 0.008k4 (day−1)

3.543.5 0.75pKa

15.45J(u) 0.39

Table 1
Kinetic constants from the hydrolysis of ASA as a function of
pH at 25°C and 0.5 M ionic strengtha

PH k(298.16,pH)k(298.16,pH) pH

0.346 0.3170.93 4.96
0.3300.335

0.337 0.334
0.1061.45 5.42 0.330
0.111 0.331
0.108 0.352
0.0541.95 5.96 0.337
0.051 0.333
0.052 0.347
0.0552.4 7.04 0.372
0.055 0.370

0.3700.053
0.3897.960.0962.95

0.094 0.381
0.3920.095
1.7800.167 10.353.45
1.7700.156
1.7800.163

0.2413.95 12.40 134.60
141.040.225

0.238 140.01
148.160.272 12.554.25
149.170.262

0 278 147.52

a The kinetic constants are obtained on the basis of the
model (l) and a least square function. The units are day−1. All
experiments are in triplicate.

j(u)= %
N

j=1

(k( j(T,pH)(pHj)

− f(k( j(T,pH),pHj ; k1, k2, k3, k4, pKa))2 (3)

where u= [k1, k2, k3, k4, pKa] is the parameter
vector, N is the number of experiments, k( (T,pH) is
the estimated kinetic constant for the pHj in ex-
periment j and f(k( T, pH,pHj ;k1, k2, k3, k4, pKa) is
the model given by Eq. (2). A similar cost func-
tion is defined for the logarithmic form of this
equation.

The optimisation of these cost functions by the
simplex algorithm (Nelder and Mead, 1965) im-
plemented in Matlab (version 5.1) leads to the
results presented in Table 2 for Eq. (2) and Table
3 for its logarithmic form.

The analysis of results in Table 2 shows that the
estimated values of specific kinetic constants are
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meaningless. The standard errors are greater than
the estimated values. This is confirmed by the
estimated value of the dissociation constant of
ASA (11.96) which is incorrect compared to pub-
lished values (:3.5). It should be notice that the
good initialisation values were chosen for the
optimisation process. On the contrary, Table 3
gives results in accordance with values from litera-
ture (Garrett, 1957; Connors, 1981).

The discrepancies between the estimated values
using Eq. (2) and its logarithmic form has justified
further tests on literature published data. The
question is: are the differences due to our data
used or are they the consequences of statistical
considerations?

Tests on data from Garrett (1957) lead to the
same discrepancies (results not shown). To verify
if our difficulties in optimising the cost function
(3) are unique, tests were performed on the pH-
profile data of L-phenylalanine, which presents
the same equation as ASA (Skwierczynski and
Connors, 1993). The identified parameters show
the same discrepancies with the logarithmic form
always giving better results.

But, whatever the chosen method (Eq. (2) or its
logarithmic form), statistical problems arise from
the use of the two step identification procedure.
The parametric error distribution on the observed
kinetic constants k(T,pH) at different pH, resulting
from the error distribution on the measured con-
centrations C are not taken into account in the
second step of the identification process. This
leads to biased estimation of specific kinetic con-
stants ki. As stated by Perrella (1988), to eliminate
the biasing of data, regression analysis should be
performed on the untransformed data by non-lin-
ear methods.

4. The proposed method

In this paper, a global pH-profile data treat-
ment by eliminating the global kinetic constant
k( (T,pH) from Eq. (1) and Eq. (2) is proposed. The
equation used here is obtained as follows. Substi-
tuting of k( (T,pH) in Eq. (1) by its expression from
Eq. (2) leads to an equation relating the drug
content C, the time t and the pH.

C=C0 exp[(k1×10(−2pH+pKa))

+ (k2×10(−pH+pKa))+ (k4)

+ (k3×10(pH−pKw))]t/(10(−pH+pKa)+1) (4)

The determination of the unknown parameters
is then reduced to the minimisation of a least-
square function based on (Eq. (4)) and on an a
priori distribution of the measurement errors on
the drug content determination.

This procedure then takes into account the a
priori knowledge of the measurement error distri-
bution in drug content C determinations. This
model is statistically better as it takes into account
all relevant experimental information for the spe-
cific kinetic parameter estimation.

4.1. Theoretical considerations and cost functions
definition

Let us consider the non-linear model (for one
experiment):

C(tk)= f(u,y (tk),tk) (5)

where C(tk)�R is a measured signal (in our case
the concentration) at time tk ; y(tk)�Rm is a mea-
sured vector of signals (in our case [pH, t ]) at time
tk ; u�Rn is the parameter vector (in our case.
[k1, k2, k3, k4, pKa,C0]). The Markov estimate is
given by

u. M=ArgMin
u

%
N

k=1

1
s2(tk)

(C(tk)− f(u,y(tk),tk))2

(6)

This expression is statistically valid (hence cor-
responding to the maximum likelihood estimate)
if and only if:

— there are additive measurement errors only on
the signal C(tk) (and not on the measured signals
y(tk)):

C(tk)=C( (tk)+o(tk) (7)

where C( (tk) are the real values and o(tk) are
the measurement errors;



I.T. Some et al. / International Journal of Pharmaceutics 198 (2000) 39–4944

— these errors o(tk)are supposed to be white
noises (i.e. with no correlation between samples:
E [o(tk)o(tl)]=0 Ötk" tl) with zero mean and
variance s2(tk)

E [o(tk)]=0 Ötk

E [o(tk)o(tl)]=dk,l s2(tk) (where dk,l is the Kro-
necker’s symbol Ötk, tl)
— the distribution of these errors o(tk) is sup-
posed to be Gaussian. If moreover s2 (tk) is
supposed to be constant (s2 (tk)=s2 Ötk) then
the Markov estimate reduces to the least squares
estimate:

u. LS=ArgMin
u

%
N

k=1

(C(tk)− f(u,y(tk),tk))2 (8)

Two cases must be considered:
1. All the variances s2(tk) are known (up to a

constant factor). Then the Markov estimate
u. M can be used directly. However, it must be
noticed that this estimate consists of the solu-
tion of a non-linear optimisation problem.
Hence, a numerical optimisation algorithm
must be used (simplex, Gauss–Newton,
Levenberg–Marquardt…). The initial estimate
of the parameters is very important. It deter-
mines the speed of convergence, the conver-
gence itself and the problem of obtaining local
minima or the minimum minimorum. There-
fore, if a non-linear transformation (such as a
logarithmic one) allows to linearise the model
with respect to time, it can be very useful to
use it in order to find a first estimate as a
unique solution of a least squares problem.

2. The variances s2(tk) are unknown. Then a
question must be answered: may people accept
the above mentioned assumptions for the least
squares estimate or are these assumptions
more acceptable if we apply a transformation
on the model and hence on the measured
signals? This question often reduces to the
following one: concerning the measurement
errors on C(tk), what are the ‘more constant’
ones: the absolute errors or the relative errors?

If the answer is ‘the absolute errors’ (i.e. s (tk)
:constant) then the least squares estimate u. LS

may be used. If the answer is ‘the relative errors’
(i.e. s(tk)/C(tk):constant), then a least squares
estimate may be used with a logarithmic transfor-

mation of the model (because the absolute errors
on log s(tk) correspond to the relative errors on
C(tk)).

4.2. Application to the parameter identification in
pH profile

In this study, the development of the analytical
method for measurement of the drug content
C(tk) does not lead to the quantification of the
variances s2 (tk) (i.e. for each sample measure-
ment) but it can reasonably be assumed that,
within the range of measurement, the absolute
errors on C(tk) are ‘more constant’ than the rela-
tive ones. Hence, even if a non-linear transforma-
tion can be used for finding an initial guess, the
least squares estimate u. LS based on the original
non-linear model is the best choice.

In order to define the cost function we consider
the time values t and the pH measurements as
precise enough to neglect the errors in their mea-
surements. On the contrary, the errors in drug
content measurements C cannot be considered as
negligible. We make the a priori assumption that
the measurements are stationary white noises with
a Gaussian distribution with zero mean and un-
known variance s2.This assumption leads to a
least-square cost function:

j(u)

= %
M

j=1

%
Nj

i=1

(Cij (tij,pHj)

− f (Cij,tij,pHj ; k1, k2, k3, k4, pKa, C0j))2 (9)

u= [k1, k2, k3, k4, pKa,C01, . . .C0M ]is the known
parameter vector, M is the number of experi-
ments, Nj is the number of measurement samples
in experiment j, Cij is the measured concentration
and f(Cij,tij,pHj;k1, k2, k3, k4, pKa C01,…C0M) is
the model given by Eq. (4).

The simplex algorithm allows solving the non-
linear optimisation problem that consists in min-
imising the least squares cost function with
respect to the parameter vector u.

Based on the least-squares cost function J and
the identified parameters u. where

u. =ArgMin
q

J (q)



I.T. Some et al. / International Journal of Pharmaceutics 198 (2000) 39–49 45

the variance-covariance matrix can be approxi-
mated by

E. [u0 u0 T]$ ŝ2P (u. ) (10)

where u0 =u−u0 is the parametric error,

ŝ2=
J(u. )

%
M

j=1

Nj−dim (u)
(11)

is an estimate of the measurement noise variance,
which is nothing but the minimised least-squares
cost function divided by the difference between
the number of measurements and the number of
parameters and

p−1 (u. )= %
M

j=1

%
Nj

i=1

(Jij) (Jij)T (12)

is the sensitivity matrix of the model with respect
to the parameters where

Jij=
df(Cij,tij,pHj ;[k1,k2,k3,k4,pKa,C0j ])

du
�u=u.

(13)

5. Results and discussion

All the kinetic parameters, including the pKa

and all initial drug contents are estimated in a
single run (Table 4). The initial drug contents and
the errors in their estimation are given in Ap-
pendix A.

Because of the non-linearity of the proposed

model, the optimisation procedure lead to final
estimates dependent of initial values (i.e initial
estimates). This is checked by running the optimi-
sation procedure several times again using differ-
ent initial values. The simplex algorithm
converges to the same final estimates (Table 4) in
a large domain of initial values. On the contrary,
the classical methods (Eq. (2) and its logarithmic
form) showed more sensitivity with respect to
starting values.

As different initial drug contents are used to
gather kinetic constants at different pH, there are
as many initial drug contents as experiments. The
classical identification procedure does not lead to
the estimation of initial drug contents. In a previ-
ous paper (Some et al., 1999), it was showed how
initial experimental conditions could affect the
correctness of temperature stability parameters.
The identification procedure used in this study
also allows dealing with significantly different ini-
tial experimental conditions. Table 5 shows results
of the identification of Eq. (4) from data of
statistically different experimental initial drug
contents. The comparison with those on Table 4
shows that the specific kinetic constants are not
significantly different although the initial experi-
mental concentrations are quite different. When
different, some initial drug concentrations are half
of those presented in Appendix A.

The analysis of the correlation coefficient ma-
trix from the variance-covariance matrix shows
different relations between parameters. For exam-

Table 4
Estimated parameters using the proposed identification method and influence of initialisation on final values using data from similar
initial conditionsa

Initial estimates Final estimatesParameters Standard errors

Test 1 Test 2 Test 3

252.50 0.06KI 2.540.50
0.20 10k2 20 0.02 0.002

5000 1000k3 100 4869 95
0.34 0.30k4 30 0.35 0.004

5 2pKa 3.603.50 0.30

J(u) 43.8041.60 32.50 5.73

a The experimental initial concentrations are similar and are given in Appendix A.
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Table 5
Estimated parameters using the proposed identification method and influence of initialisation on final values using data from
different initial conditionsa

Parameters Final estimatesInitial estimates Standard errors

Test 2 Test 3Test 1

k1 2.50 25 0.50 2.34 0.08
10 20 0.025 0.002k2 0.20

1000 1005000 4965k3 93
0.30 30 0.348k4 0.0040.34
5 2 3.603.50 0.22pKa

J(u) 45.60 25.90 31.80 3.96

a In this case, some initial drug contents are about 5.55×10−5 M and the others are half of these concentrations (:2.75×10−5

M).

ple, it shows correlations between k1 and k2

(−0.67), between k2 and pKa (−0.77) and
between k4 and pKa (−0.69). The correlation
between other parameters is less than 0.35. All the
correlations are explained by the nature of the
reactions in solution. (Some et al., 1999).

The analysis of the residuals (Appendix B) does
not exhibit any systematic errors neither for each
pH nor for the data as a whole.

6. Conclusion

The proposed equation and the identification
method used in this study are able (on the contrary
of the classical method) to provide all the pH-

profile kinetic parameters and all the initial drug
contents C0j in one step. It avoids the statistical
problems of the usual approaches and uncertain-
ties on final estimates are directly the consequences
of errors in drug content determination. The ki-
netic parameters can also be estimated directly
from statistically different initial estimates. No
further transformation is needed and the results are
largely independent from initialisation values.
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Appendix A. Experimental and estimated initial drug contents corresponding to the results on Table 4

Number of experi- Experimental initial drug Standard errorsEstimated initial drug
contents (10−5 M) contents (10−5 M)ments

0.081 5.475.56
0.085.422 5.56

5.47 0.083 5.56
5.57 5.584 0.09
5.58 5.515 0.09

5.53 0.096 5.58
0.085.417 5.55

5.64 0.088 5.57
5.54 0.089 5.58

5.55 5.31 0.0810
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Appendix A. (Continued)

Number of experi- Experimental initial drug Standard errorsEstimated initial drug
contents (10−5 M)contents (10−5 M)ments

5.5511 5.37 0.08
5.5812 5.39 0.08

5.305.55 0.0813
5.5714 5.34 0.08

5.3415 0.085.58
5.545.55 0.1016

5.5517 5.52 0.10
5.5518 5.57 0.10

5.435.55 0.1019
5.5720 5.56 0.10

5.5021 0.115.58
5.635.55 0.1122

5.5523 5.62 0.11
5.6424 0.115.55
5.585.55 0.1125

5.5726 5 70 0.11
5.6327 0.115.58
5.605.55 0.1128

5.5729 5.68 0.11
5.55 0.1030 5.58
5.655.57 0.1031
5.5832 0.105.55
5.525.58 0.1033

5.5534 5.70 0.10
5.645.57 0.1035

5.5836 5.48 0.10
5 5537 5 53 0.10

5.605.57 0.1038
5.5839 5.53 0.10

5.4840 0.105.57
5.475.58 0.1041

5.5842 5.42 0.10
5.5743 5.39 0.10

5.425.58 0.1044
5.5845 5.39 0.10

5.2446 0.085.57
5.285.57 0.0847

5.6248 5.52 0.08
5.3449 0.085.62
5.395.62 0.0850

5.5751 5.72 0.12
5.7052 0.125.57
5.71 0.1253 5.57
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Appendix B. Residuals: differences between all the experimental and the estimated drug contents for the
18 pH used in this study

These are 326 experimental data points.

−0.097 −0.079 −0.082 −0.155 −0.0930.090 0.1400.107 −0.052
−0.035 −0.095 −0.029 0.090−0.108 0.0350.010 −0.022 −0.121

−0.064−0.069 −0.027 −0.015 −0.051 −0.058 0.132 0.208 0.056
0.065 −0.069−0.076 −0.005 0.112 0.062 0.050 0.051 −0.118

0.131 0.137 0.080 0.1360.073 −0.046−0.048 −0.267 0.020
0.1960.119 0.062 −0.072 −0.091 −0.077 −0.088 0.561 0.091
0.0400.051 −0.105 −0.078 −0.012 0.164 0.242 0.239 0.005

−0.109 −0.026 −0.085 0.1840.008 0.022−0.220 −0.123 −0.139
0.062 −0.081−0.104 0.192 −0.050 −0.075 −0.123 0.001 −0.001

−0.242 −0.152 −0.163 −0.0330.066 −0.0370.250 0.229 −0.005
−0.070−0.172 −0.100 −0.121 −0.078 0.239 −0.036 −0.107 −0.141
−0.122−0.090 −0.088 0.015 −0.098 0.034 0.061 0.041 −0.013

−0.092 0.015 0.100 −0.0540.029 −0.0240.019 0.092 −0.022
0.067 0.024 0.068 −0.010−0.090 0.1250.075 −0.038 −0.177
0.005 0.016 0.007 −0.0830.038 0.040−0.034 −0.094 0.441

−0.0980.080 −0.021 0.042 −0.003 −0.077 −0.039 0.107 0.160
0.0860.076 0.037 −0.072 −0.027 0.150 0.063 0.099 0.041

−0.087 0.191 0.159 0.130−0.086 0.1130.018 0.101 −0.032
−0.0270.009 0.1710.003 0.097 −0.132 0.064 0.096 0.214
−0.025 0.086 0.095 0.072−0.049 0.0240.131 −0.053 0.021

0.084−0.034 0.290 0.152 −0.111 0.065 0.141 0.181 0.136
−0.1050.026 0.007 0.117 0.097 0.071 −0.075 0.073 −0.006

−0.028 0.049 −0.011 −0.0390.105 0.0390.088 0.062 0.054
0.054 0.037 0.055 −0.151−0.099 0.205−0.008 −0.009 −0.029

−0.065 0.067 0.006 0.0350.048 0.0660.051 0.096 −0.009
0.055−0.204 0.096 0.022 −0.075 0.029 0.038 0.068 0.084

−0.021−0.034 0.023 0.068 0.101 0.047 −0.078 −0.010 0.034
0.026 −0.063 −0.136 −0.1170.085 −0.0430.039 0.111 −0.013

−0.071 −0.065 0.159 −0.084−0.104 −0.105−0.068 −0.101 −0.046
−0.060 −0.055 −0.243 −0.0860.173 −0.030−0.021 0.154 −0.056

−0.122−0.102 −0.079 −0.055 0.188 −0.034 −0.135 −0.179 −0.119
0.329−0.064 −0.003 −0.110 −0.349 −0.144 0.290 0.033 −0.057

0.099 0.004 −0.063 −0.014−0.195 0.015−0.362 −0.159 0.126
−0.094 −0.125 −0.063 −0.1890.281 −0.1140.039 0.225 0.106
−0.159 −0.097 −0.122 −0.152−0.226 0.0690.036 0.256 0.287

−0.1270.176 0.025 0.278 0.284 0.165 −0.135 0.021 0.306
0.1800.295

For each pH, the errors follow a Gaussian distribution and no systematic bias was noticed. The
units are 10−5 M.
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